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I.

Introduction

[Logic qua Field of Inquiry]:

(1] Logic is the formal science of truth. (Frege)

(2] Logic is the formal science of logical consequence.

[Formal Logics]:

[1] A logicis a language, a semantics to interpret that language and a proof system.

(2] A tormal langnage is an alphabet and a grammar.

(3] An alphabet is comprises a set of logical symbols and a set of non-logical symbols.

(4] A grammar is a set of syntactic formation rules.

[5] A semantics provides an interpretation of and the truth-conditions for expressions of
the language.

[6] A proof system is a set of axioms and/or inference rules for making deductions within

the language.

[Characteristic Features]:

[1] If alogic L is classical then:
[A] L is truth-functional: Two-Valued.
[B] The following axiom-schemata hold for every well-formed expression p, g in
L:
[1] Tertinm non datur: p v —p
[ii] Non-Contradiction: —(p A —p)
[11] Double Negation: ——p <> p
[1v] Contraposition: (p — ¢) — (—g — —p)
[v] Reductio Ad Absurdunr: (—p — (g A —q)) — p)
[vi] Monotonicity: (p — ¢q) = (p A7) — q)
[Conventions]:
(1] We shall assume the standard conventions for parenthetical dropping, precedence,
quotation and uniform substitution.
[2] 'Logical operator' shall be used interchangeably with 'logical connective'.
[3] 'Scheme' shall be used interchangeably with 'schema'.
[4] "Proof system' shall be used interchangeably with 'calculus'.
[5] 'Grammar' shall be used interchangeably with 'syntax'.
[6] 'Model Theory' shall be used interchangeably with 'semantics'.
[7] A variety of symbols will be deployed to denote meta-variables.
[8] Arity is the number of arguments that a function or predicate can take.

[Definitions - Axioms]:

[1]

A theorem is a statement proved from the application of our inference rules and axzom
schemata alone, that is to say without any additional premises (assumptions).



An axiom is a wif that is regarded as self-evident without proof.

An axciom schema represents infinitely many axioms. An axzom is obtained by
uniformly substituting any wff into the variables of the schema.

A theory is a set of wif.

[Definitions - Proof Systems]:

[1]

An axiom system §'is sound just in case each sentence s that is provable in system ' is
true.
[A]  Aninference rule ‘&’ is sound only if P = Q implies P = Q.
[B] If axiom system S has only tautologies as axioms and has wodus ponens as
its only rule of inference then, axiom system ' is sound.
An axiom system §'is complete just in case each sentence s that is true is provable in
system ..
[A] An inference rule ‘=’ is complete only if P = Q implies P+ Q.
[B] By proving that a complete system M can be proven in 5, one can show
that S is also complete.



II. Fukasiewicz's Simple Sentential Logic
[Characteristics]:

(1] Zero-ordet.

(2] Classical.

[3] Complete.

[4] Consistent.

(5] Sentential.

[Logic Ly]:

[1] L= {A, Z, I, Q}

[Language L]:
[1] [A] A is a set of propositional variables.
[B] A={Ao, A, ..., Bo, By, ooy oo, Zo, Zay L}
2] [A] Q is the set of primitive logical connectives for L.
B] Q=QuUQ U,
[C] [i] (is the set of logical connectives of arity 0.
[1] Q={L, T}
D] [1] €, is the set of logical connectives of arity 1.
il Q=)
[E] [1] (), is the set of logical connectives of arity 2.
il Q=)
[3] The set A4 U Q comprises the alphabet of L.
[4] The well-formed formulae (witf) of Ly are recursively defined as follows:
[A]  Any 0, where 0 is a sentential variable of Ly, is a formula.
[B] If O is a formula then, 70 is a formula.
[C] If 6 and @ are formulas then, 8 — @ is a formula.
D] T and L are formulas.
[E] There are no other wif.
[5] [4] comprises the grammar of L.

[6] Let wff(I.;) denote the set of all wff in L.

[L: Logical Equivalences]:

1] The following logical equivalences hold for L

[A]
[B]
€]
[D]
[E]

A— 1L =7A

T—o>A=A

A—B=7(AAB)
AAB=7("Av 7B) = (A — TB)
AvB=7A—>B



[l AeB=2(A>B)—>"B-oA)=A—=BArB—-4)

[LiProof System]:

1]

=

e

2]

=

[i
i

[iii]

[LiModel Theory]:

Z is the set of inference rules valid in L.
Z={0,0—> 0 @)}

1 is the set of axzom schemata for L.
I=AS1 U AS2 U AS3

AST={A— B —A)}
AS2={(A—> B —C) > (A—>B)— (A—Q)}
AS3 = {(wA - —B) > B — A)}

[1] A triple (17, @, ©*) is an L" structure just in case:

(Al i
]

I71s a theory.

I7=A(l") U B(I") such that:

[a] Ay < Aand A1) # D; and

bl A) < B(); and

[l B() < i),

We call @ a propositional interpretation function (for the non-
concatenated wff) of L.

®: A1) — {T, L} such that:

[a] D) =Telse D) = L.

We call ®* a sentential interpretation function (for the concatenated wff) of
L' — the procedure for constructing that @* is explained below.
@*: B(1") = {T, L} such that:

[a] For all p € A(1), ®*(p) = D(p)

[b] O*(p) = T just in case D*(p) # L

[ @)=L

O¥T)=T

O*(mp) = T just in case D*(p) = L

[1] Q*(p — q) = T justin case P*(p) = L ot D¥(g) = T

lg] O*(p & q) = T just in case D*(p) = T = D*(g)

[h] Q*(p v g) = T just in case O*(p) = T or D¥(g) = T

[1] Q*(p <> q) = T just in case D*(p) = D*(g)

If O*(p) = T, then O p.

For all p € 17, if ®* |=p, then @* is a model of 1.



III. Zero-Order Modal Logic

[Characteristics]:

[1] Zero-order.
(2] Classical.

[3] Complete.

(4] Consistent.

[5] Propositional.
[6] Modal.
[Logic L;]:

1] L.={A4 71 Q}

[Language L,]:
[1] [A] A is a finite set of propositional variables.
[B] A={A A, BB L 202
2] [A] Q is the set of primitive logical connectives for L.
B] Q=QuUQ U,
[C] [1] Qo is the set of logical connectives of arity 0.
[i] Qo={T, L}
D] [i] Q) is the set of logical connectives of arity 1.
[11] Q] = {_‘, D}
[E] [1] (), is the set of logical connectives of arity 2.
i Q= (o)
[3] The set A U Q comprises the alphabet of L.
(4] The well-formed formulae (wtf) of L,are recursively defined as follows:
[A]  Any 0, where 0 is a sentential variable of Ly, is a formula.
[B] If 0 is a formula then, 78 is a formula.

[C] If 6 and @ are formulas then, 6 — @ is a formula.

D] T and L are formulas.
[E] If 8 is a formula then, 00 is a formula.
[F] There are no other wif.

[5] [4] comprises the grammar of La.
[6] Let wff(L») denote the set of all wiff in L.

[L: Logical Equivalences]:

(1] The following logical equivalences hold for Lo:
[A] A—> L=7A
[B] T—>A=ZA
[C] A—>B=7(AA"B)



D] AAB=7("AvB)="(A— 7B)

[E] AvB="7A—B

[Fl AoB=7(A>B) - (B—A)=A—>B)A®B—A
[G] OA=—"o7A

[L:Proof System]:

1]

~—
-

[A] Z is the set of inference rules valid in L.
[B] Z=MP UNR
[l MP={G8—¢ }g)
[[j] NR={5}08
[A] I'is the set of axions schemata for L.
(B] I=AS1 UAS2 U AS3 UK
[i] AS1 ={A—> B - A)}
il  AS2={A—>B—0C)—(A—>B)—A—C0C);
[1ii] AS3 = {(—wA — —B) - B — A)}
[iv] K= {0(A — B) — (DA — oOB)}
Proof system Z is called modal axiom Syste K.
The following axiom schemata are regularly added to Syszen K:
Al D= {@A) - OA)
B] T={0A) — A}
[C] B = {A — (@0A)}
D] S4={(0A) — (Q0A)}
[E] 5= {(0A) — (@OA)}
The following modal axiom systems are obtained by adding the corresponding axiom
rules to System K:
[A] System T =4 System K+ T
[B] System S4 =4 System T'+ S4
[C] System 55 =4 System S4 + B (alternatively: T + S5)
D] System D =4 System K + D

[L:Model Theory]:

[1]

Aset (W, R, 1) is a Kripke Model for L, just in case:
[A] [1] W+ O
[ii] RcWx W
[iii] V' AxW— {1, T}.
[B] [1] Each w € W is called a possible world.
[1] For each p € A: p € wif(ly).
Truth of a modal formula p at a posszble world w in a relational structure
M= (W, R, 1) is denoted 'M,w Ep' and is inductively defined as follows:

[A] Mw & p just in case V(p, w) = T
[B] MwET and Mw ¥ L
(C] Mw = —p just in case Myw ¥ p



D] MwE p& qjustincase Moy E p & MwE g
[E] M,w E0p just in case (N v € W)(wRv — M,v E p)
[F] M,w & Op just in case (3 v € W)(wRy & M,v E p)



V.  Simple Supervaluation Theory
[Characteristics]:
[1] Fragment of First-Order Logic.
(2] No quantification.
[3] Complete.
(4] Consistent.
[5] (Simplified) Fragment of Kit Fine’s Supervaluationism Theory.
[Logic Ls]:
1] Ls={A, 7,1, Q}
[Language L;]:
[1] [A] A is the set of non-logical symbols.
[B] A=A10U A
[C] Ay is the set of individual constants such that Ay = {a, b, ¢, ...}.
[D]  Ais a singleton set of a particular, vague, unary predicate such that A, = {P}.
[2] [A] Q is the set of lygical operators (logical connectives) for La.
B] Q= Qo |\ Q1 |\ QQ
[C] [1] (o is the set of logical connectives of arity 0.
[ii] Qy={L1, T}
D] 1] (), is the set of logical connectives of arity 1.
il Q={7,D5
[E] [1] () is the set of logical connectives of arity 2.
il Q={—}
(3] The set A U Q comprises the alphabet of Ls.
(4] The well-formed formulae (witt) of 13 are recursively defined as follows:
[A] For any individual constant a: P(a) is a formula of La.
[B] If ¢ is a wif of L then, so is 7¢.
[C] If ¢ and @ are wff of [; then, ¢ — @ is formula.
D] T and L are formulas.
[E] If ¢ is a formula of I then, so is Dd.
[F] Nothing else is a formula in Ls.
[5] [4] comprises the grammar of Ls.
(6] Let wff(Ls) denote the set of all wif in L.

[Ls; Logical Equivalences]:

[1]

The following logical equivalences hold for Lo:

A] A— 1L =-A

10
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[B] T—>AZ=A

[C] A—>B=7(AA"B)

D] AABZ=Z7(mAv B) = 7(A— 7B)

[E] AvB="A—>B

[F]  AoB=7(A—>B)—(B—A)=A—>B)A®B— A

[Ls Proof System]:
[1] [A] Z is the set of nference rules valid in Ls.
Bl  Z={6.0—0F ¢);
[2] [A] I'is the set of axiom schemata for Ls.
[B] I'=AS1 U AS2 U AS3
[1] AS1={A— B — A}
[ii] AS2={(A—->B—->C)—> (A—>B) - A—-QO)}
[ili] AS3={(—-A——-B)—> B —>A)}
[Ls Model Theory]:
1] A 4-tuple (D, P, ™, F1_) is a partial model for 15 just in case:
[A] 1] Dis a non-empty domain of objects.
[1] We write '| M|" to denote the domain of partial model M.
[B] Pis an vague unary predicate.
[C] [1] P, is an extension function mapping Pinto a subset of D.
[1] FA_ is an anti-extension function mapping Pinto a subset of D.
(1] PN TP_= (D
(2] Partial model M, extends partial model M; 7.
[A] |Mi| = | M.
[B] Pe AMand P e A
[C] Tpu A P e
D] Fp_M = mp R,
(3] Given an assignment function g, a partial model M then supports a notion of truth in
a model ( |=) and falsity in a model (=| ) with base clauses:
[A] M, g F P(x) just in case g(x) € TP,
[B] M, g9 P(x) just in case g(x) € TP,
[C] M, g E—GC just in case M, g=| c.
D] M, g —G just in case M, g |= c.
[E] M, g E (o p) just in case M, g |=GorM,g |=p.
[F] M, g F (A p) justin case M, g |=c5andM,(g |=p.
G] Mg |= D just in case for each partial model R, given an assignment 4,
extending from M: R, b |= Q.
(4] A partial model M is complete if "PV . L TPV _ = | M]|.
[5] [A] A specification space is an arbitrary collection of partial models.

[B] A rooted specification space is a specification space with one model identified
as the oot partial model.
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A complete specification space S satisfies the following condition: for every partial
model M in § there is some complete partial model R in § that extends M.

[1] A wif ¢ € wf{Ls) is supertrue in a complete specification space §
if ¢ is true at each complete extension of a root partial model.

[1] A Wit p is supertrue just in case p is evaluated as true at the root partial
model.

[1i1] A Wit p is supertrue just in case p is evaluated as true at each complete

partial model.
[iv] A Wit p is supertrue just in case for every specification point M, M |= )2
A sentence ¢ € wff{Ls) is superfalse in a complete specification space S if ¢
is false at each complete extension of a root partial model.

We shall write "4 |=. B' for local validity (A is a set of premises and B a

conclusion).

A |=L B' reads left-to-right 'A locally entails B' and right-to-left 'B is a local

consequence of A"

[1] A Fu. B just in case at every specification point, if A4 is true so is B.

[11] A Fu B just in case necessarily, if A is true so is B.

[iii] A o B just in case for every specification point M: M |=A — M |= B!

We shall write "4 |=G B' for global validity (A is a set of premises and B a

conclusion).

'A |=G B' reads left-to-right 'A4 globally entails B' and right-to-left 'B is a global

consequence of A.'

[1] A Fc B just in case the supertruth of .4 guarantees the supertruth of B.

[1] A Fc B just in case A's supertruth necessitates B's supertruth.

[ii] A Fc B just in case for every specification point M, M |=A then for
every specification point N, N |= B.

This is also referred to as supervalidity.

Ak B = (A B)

[Failure of Deduction Theorem]:

[C]

[0] [A]
[B]

[Validity]

1] [A]
[B]
[C]

2 [A]
[B]
[C]
[D]

3]

[1]

2]

3]

[4]

[5]

[0]

[7]

The Deduction Theorem: (A4 U p I=G g9 = A |=G P97

The Deduction Theorem fails if 'p |=G Dp' succeeds and "D |=G p— Dp’ fails.

Dp is true just in case p is evaluated as true at each specification point.

Thus, whenever p is supertrue so is Dp. So 'p |=G Dp' always succeeds.

Imagine a specification space where p is indeterminate. It follows that Dp is
evaluated as false at each specification point.

Thus, there is a specification point where p is evaluated as true, but Dp is evaluated
as false.

Hence, there is a specification point where 'p — Dp’ is false.

! The unsubscripted turnstile "M l=A' reads 'M satisfies A' or equivalently 'A is true under M' or still, A is
evaluated or interpreted as true in M.'

2 Substitute 'J' for 'A' and 'Dp' for 'q'.



[8]
91

Hence, 'p — Dp’ is not supertrue.
Hence, ' |=G p— Dp’ fails.
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